SLAM WITH KLT POINT FEATURES
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ABSTRACT

In the simultaneous localization and mapping (SLAM) prob-
lem, a mobile robot must localize itself in an unknown en-
vironment using its sensors and at the same time construct
a map of that environment. While SLAM utilizing costly
(expensive, heavy and slow) laser range finders as a sen-
sor has been very successful in both indoor and outdoor
environments, large-scale SLAM with cost-effective vision-
based sensors has yet to be realized. In this paper, we eval-
uate the effectiveness of one possible low-cost vision-based
approach to SLAM. We take 3D points constructed from
Kanade-Lucas-Tomasi (KLT) image feature points in trinoc-
ular camera images as the basic landmarks for SLAM. We
demonstrate the feasibility of KLT-based SLAM by con-
ducting an experiment in a real indoor environment.

1. INTRODUCTION

Simultaneous localization and mapping (SLAM) is one of
the fundamental problems in robotics. The problem is for
a mobile robot, while moving around in some unknown en-
vironment, to use its sensors to construct a map of that un-
known environment. SLAM is difficult mainly because the
robot cannot determine its position precisely. It might have
access to some positioning sensors such as wheel encoders,
GPS, or a compass, but still, some kind of environmental
feedback will always be necessary to help correct the error
that inevitably exists in these sensor readings. The main
sensors used in SLAM for this kind of feedback are laser
range finders and video cameras.

We are interested in SLAM for constructing metric maps
of large scale environments such as office buildings and
mine fields. Laser range finders have been particularly suc-
cessful sensors for these kinds of environments — see, for
example, [14] — because lasers are extremely accurate. On
the other hand, they are also heavy, expensive, and slow. In
our work, we focus on the use of cameras as sensors due to
their high speed, small size, and low cost.

Vision-based SLAM is an actively developing research
area, but thus far most of the existing systems construct ei-
ther occupancy grids or topological maps (see [5] for a sur-

vey), and these approaches are inappropriate for large scale
metric mapping. For large scale metric maps, the simplest
approach is to represent the world with a sparse collection of
landmarks. These landmarks could be distinctive-looking
3D points or more complex objects such as lines, curves,
corners, and so on. There have been several SLAM sys-
tems based on visual landmarks that work in small envi-
ronments [1, 3,4, 8, 15, 16], but thus far, there has been no
successful robust, large-scale demonstration of vision-based
SLAM.

Towards the goal of achieving large-scale metric vision-
based SLAM, there has been some recent work on applying
the efficient Rao-Blackwellised particle filter (RBPF) [9] as
the underlying estimation algorithm and a stereo vision head
as the sensor [2,12]. Both of these systems use Thrun et al.’s
FastSLAM algorithm [14] for the RBPF to create sparse
landmark maps organized by k-D trees for efficient search
and modification.

We are particularly interested in combining multiple in-
formation sources, for example, line segments and distinc-
tive points, to achieve robust large-scale vision-based SLAM
at minimal cost. For point features, however, SIFT is com-
putationally expensive; it requires construction of a scale
space representation of each image, multiple convolutions,
and extraction of a rich descriptor of the local image statis-
tics around each point of interest. Combined with the com-
putational complexity of maintaining many robot path esti-
mates in the RBPF, systems based on SIFT and FastSLAM
are going to be expensive or slow for several years to come.

In this paper, we explore the use of the KLT interest
point detector [11] with trinocular stereo vision and the Fast-
SLAM algorithm. On the one hand, KLT feature locations
can be sensitive to noise, but on the other hand, they are
quite lightweight in comparison with SIFT. We find that
with the help of rather strict epipolar line constraints on the
images obtained by a trinocular camera system, it is possi-
ble to choose only reliable points from a set of KLT points in
an image set and use them to reconstruct 3D geometric point
landmarks in an environment. We ran the FastSLAM algo-
rithm with the 3D landmark point observations and verified
the consistency of the result by comparing the performances
with different number of particles used in the particle filter.



2. KLT-BASED FASTSLAM

Here we describe the application of FastSLAM [14] to the
problem of vision-based SLAM with KLT point features as
observations.

2.1. The FastSLAM algorithm

FastSLAM [14] is an elegant solution to the SLAM prob-
lem that maintains a full posterior over possible robot paths
(as opposed to a maximum a posteriori estimate) using the
RBPF [9]. The posterior distribution over possible robot
paths is represented by a set of samples or particles, where
each particle at time ¢ represents one possible robot path
up to time ¢, one possible series of data association assump-
tions for the sensor measurements up to time ¢, and a stochas-
tic landmark map [13] based on those assumptions. Since
each particle represents a particular robot path and a par-
ticular series of data association decisions up to time ¢, the
observed landmarks are conditionally independent, so the
posterior over landmark positions can be represented simply
as a list of landmark estimates with associated uncertain-
ties. The assumption of a particular robot path and particu-
lar series of data associations allows a representation of the
map that is linear in the number of landmarks (the classical
stochastic map is quadratic in the number of landmarks due
to the correlations introduced by uncertain robot positions).

In this paper we adapt Thrun et al.’s “FastSLAM 1.0”
[14] algorithm to the vision-based SLAM problem. At each
time ¢, we seek a recursive estimate of
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where s.; is the robot’s path from time 0 to time ¢, O is a
map containing a set of landmarks, u1.¢ is a set of robot ac-
tions, and z.; is a set of sensor observations. Each element
s; of sg.¢ is a vector describing the robot’s pose at time i;
we use a six degree of freedom representation for s;.

The idea of the RBPF is to represent the posterior (Eq.
1) with a discrete set of M; samples or particles
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sgz] is a specific robot path associated with particle m, and

@Em] is the stochastic landmark map associated with par-
ticle m, derived from sgﬁ], the robot actions u1.;, and the
observations z7.;.

FastSLAM 1.0 uses sequential importance resampling,
also known in the computer vision literature as the “conden-
sation” algorithm [7]. At each time ¢, for each particle m,

we sample from the proposal distribution

plse | ™ )

to obtain a temporary set of particles for time ¢. Then,
for each temporary particle m, we compute the importance
weight
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and update the particle’s map with z; assuming SQ"]

to get
@Lm]. The importance weights are normalized to sum to 1,
then we sample M, particles, with replacement, from the
temporary particle set according to the normalized weights.
The result is a new set of particles (Eq. 2) that represents the
posterior (Eq. 1) at time ¢.

Our approach is identical to planar FastSLAM 1.0 [14]
except that we use a six degree of freedom motion model
p(s¢ | St—1,u¢) and a 3D point sensor model p(z; | s, ©r—1)
using landmarks derived from KLT features on a trinocular
stereo vision rig. We now describe the trinocular stereo sen-
sor in detail.

2.2. Trinocular KLT as a sensor model for FastSLAM

In FastSLAM, the sensor model is fully described by the
conditional probability p(z; | s¢, ©1—1,n¢), explicitly con-
ditioning on n., the set of correspondences between ob-
servations z; and landmarks stored in ©;_;. The distribu-
tion is assumed to be a deterministic measurement function
f(©¢_1, 8¢, n) corrupted by Gaussian noise.

In our case, the observations are sets of 3D points in
robot-relative coordinates, estimated by triangulation with a
trinocular stereo vision rig. Our 3D point extraction proce-
dure begins by obtaining 2D KLT (Kanade-Lucas-Tomasi)
corner features [11] from each of three calibrated images
simultaneously captured by the trinocular camera rig. We
then find sets of corresponding features across the three im-
ages and triangulate to obtain an estimate of the putative
feature’s 3D position relative to the robot.

The basic idea of using KLT as a 2D feature detector is
to find points with a complex local gradient field. Complex-
ity of the gradient field is measured by the smaller eigen-
value of the matrix
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in which the quantities are integrals of the squared gradient
(in the case of g2 and gg) or the integral of the product of x
and y gradients (g, ) in a neighborhood around the point of
interest. A point is selected as a KLT feature if the smaller
eigenvalue Ao of Z is a local maximum and above some
threshold A. The motivation is that image points meeting
the criterion have a local gradient structure that cannot be
described by a single eigenvector (as would be the case for a
simple edge), but have a more complex corner-like structure
that should be easy to detect under various imaging condi-
tions.

After extracting a set of KLT feature points from each
of the three images acquired at time ¢, we attempt to find
triples of corresponding points as a necessary step prior to
triangulation. For each KLT point p; ; detected in image 1,
we search image 2 for potentially corresponding points. For
each point py ; in image 2 close enough to the epipolar line
corresponding to p; ;, we triangulate using the calibrated in-
trinsic and extrinsic parameters of the camera rig to predict
the putative object feature’s appearance in image 3. If a suit-
able KLT point p3 j, exists in image 3, we consider the triple



(P1,i: 02,5, ps.i) a candidate match and continue searching
for other possible matches for p; ;. If no consistent triples
or more than one consistent triple is found for p; ;, we throw
it out. On the completion of this simple correspondence al-
gorithm, we have a set of corresponding triples of 2D points
that can then used for 3D estimation. Typically we begin
with about 200 KLT points in each image and end up with
about 20 corresponding triples.

The last step of obtaining a sensor measurement is to
estimate a 3D landmark in robot-relative coordinates given
each triple of corresponding 2D KLT points. For each cor-
respondence (p1, p2, p3), we obtain an initial estimate of the
3D position P by triangulating from p; and p, then we use
the Levenburg-Marquardt nonlinear least squares optimiza-
tion algorithm [10] to find the 3D position P maximizing
the likelihood of the 2D observations (p1, p2, p3) assuming
spherical Gaussian error in the measured image coordinates.
We also obtain an estimate of confidence in the 3D point
landmark position P by propagating the assumed measure-
ment error through the maximum likelihood estimation pro-
cedure using the standard first-order approximation [6].

After 2D feature detection, correspondence estimation,
and triangulation, we obtain a set of 3D point landmark ob-
servations with associated error covariance matrices. The
set of landmarks with covariances makes up 2, the robot’s
observation at time ¢, which is input to FastSLAM. From
this point on, our system is identical to Thrun et al.’s Fast-
SLAM 1.0 algorithm [14].

3. EXPERIMENTAL METHODS

To test KLT-based FastSLAM, we performed an experiment
in the Image and Vision Computing Laboratory at SIIT. The
room is a typical laboratory with desks, bookshelves and
computers. Figure 1 shows an image set captured in the lab
with the 10cm-baseline trinocular camera rig that was used
in the experiment.

In this experiment, rather than mounting the rig on a
robot, we simulated robot motions by manually moving a
camera tripod. The simulated robot’s position s; in world
coordinates at time ¢ is defined as a vector with six degrees
of freedom s; = (x,v,2,¢,0,9)T. Here the z and y axes
span a plane parallel to the floor of the lab, and z is the
vertical distance of the reference camera’s origin from the
ground plane. The remaining three variables represent the
robot’s orientation. ¢, 6 and 1 stand for pitch, roll and yaw
of the camera rig, respectively. During the experiment, due
to the flat floor, z, pitch, and roll was always equal to zero
throughout the experiment.

The camera rig cannot move itself, so in the experiment
we roughly pushed or rotated the rig by hand from its orig-
inal position to the next destination position in order to em-
ulate a real robot move. Since each move of the rig is not
perfect, the rig normally reaches a position slightly away
(in terms of z, y and yaw, we do not measure z, pitch and
roll since they are assumed to be zero in the experiment)
from its destination position. So we treated the difference of
the original position and the desired destination position as
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Fig. 2. Log likelihood of observation sequence given the
model.

robot odometry, and the difference of the original position
and the actually reached position as a true move. To make
the experiment simpler, we composed camera rig odome-
try so that each odometric move involves only translation
or only rotation. More specifically, odometry is of the form
(7,,0,0,0,0)T for translation, and (0,0,0,0,0,v)% for
rotation.

The actual path of the camera rig consisted of 29 posi-
tions Dy, D1, ..., Dog marked on the floor of the lab. At
first the rig was positioned at Dy, which we defined to be
the origin of the world coordinate system. The rig was
then moved to each destination. Along the way, at each
position, we measured the true position 77,75, ..., s of
the rig and captured a trinocular image set. The simulated
odometry measurements O1,Oa, ..., Oss were computed
as Oi = Di — Ti—L

In this indoor experiment the robot’s path was approxi-
mately composed of a 4 meter forward translation from O
to O19 (roughly 0.4 meters per move), a 180 degree ro-
tation from O1; to O1g (roughly 22.5 degrees per move),
and finally a 4 meter forward translation from O19 to Oag
(roughly 0.4 meters per move).

Image sets (29 frames including the initial state) and
odometry (28 six dimensional vectors) were collected in the
lab. They were used as the input for KLT-Based FastSLAM
to estimate the path of the camera rig and generate a 3D
metric map of the lab. We ran the algorithm with 100, 1000
and 10000 particles. In order to compare the algorithm’s
performance against a baseline, we also ran the same map-
ping algorithm purely using odometry as the estimate of the
camera position.

4. RESULTS

Log likelihood is a measure of accuracy of the current land-
mark observation given the previous observation. It is given



Fig. 1. Trinocular image set captured in the lab. (a) Reference image. (b) Horizontally aligned image. (c) Vertically aligned

image.
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, where Z; is an estimation of the new observation z;, ;1
is the covariance of the landmark before the new observa-
tion is made, G; is the Jacobian of the sensor model with
respect to the landmark, and R; is the covariance of the
Gaussian noise of the new observation [14].

For each particle of each sequence of observation, we
calculated the accumulated log likelihood, which is an ad-
dition of log likelihood over all the past sequences. It tells
the degree of consistency of the map recorded in a parti-
cle. For each sequence of observation, we chose the particle
that has the best (largest) value of accumulated log likeli-
hood. The result is shown in Figure 2. As the number of
the particle used in the FastSLAM algorithm increases, the
accumulated log likelihood becomes better. The result tells
that the particle filter is working properly in the experiment,
i.e. with more particles, the better localization of the camera
rig and estimate of landmark positions for each observation
sequence is achieved.

Figure 3 is 2D projections of the generated 3D map of
the lab using 1000 particles. Only KLT point landmarks
that were observed more than twice over all the observation
sequences are plotted since landmarks observed only once
tend to be noisy observations. Point landmarks in the map
captured the actual distribution of edges and corners of ob-
jects seen in the lab.

In Figure 4, estimated path of the camera rig is shown.
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Fig. 4. Path of the camera rig projected onto the z — y
plane. Each move is represented as a vector. The rig was put
at (z,y) = (0,0) initially and was moved 28 times while
taking an image set after each move. (a) True path of the
camera rig. (b) Estimated path of the camera rig using 1000
particles.
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Fig. 3. Projection of the 3D metric map into 2D planes. The boundary of the lab is shown as a rectangle in the figures. (a)
KLT point landmarks projected into  — y plane, the top view of landmarks. (b) KLT point landmarks projected into y — 2
plane, the side view of landmarks.
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